EE 562

Homework 10
Due Wednesday, April 19, 2017 at 6:40 p.m.

Work all 5 problems.

Problem 1. Consider the mean square differential equation

%ft) LY () = X (1)

for ¢ > 0 subject to the initial condition Y (0) = 0. The input is
X(t) = 5cos2t + W(t)

where W (t) is a white Gaussian noise process with mean zero and covariance
function Ky (1) = 025(7). Find the covariance Ky (t1,ts) for 1,1, > 0.

Solution:
First, we can take the first derivative of the original equation
dpy (t
diev () +2py (t) = px
dt,

Then, combine those two equations

d(Y (t1) — py(t1))
dtl

Multiplying by (X*(t2) — u%) we get

d(Y (1) = py ()X (L) — pix)
dtl

+2(Y(t1) — py(t1)) = (X(t1) — px)

+2(Y (1) = py (02)) (X7 (t2) — pix)
= (X(t1) = px)(X"(t2) — px)
Taking expectation on both sides this becomes

0Ky x(t1,t2)
ot

with initial condition Ky x(0,t3) = 0.
For t; <ty we get

+ 2Ky x(t1,t2) = 025(t; — to)

OKyx(t1,t2)

2Ky x(t1,t) =0
ot + 2Ky x(t1,t2)



with initial condition Ky x(0,%3) = 0 which implies Ky x(t1,t2) = 0.
For t; >ty we get

0Ky x(t1,t2)

-+ 2ny(t1, t2> = 0'2(5(t1 - tz)
oty

due to the jump of o2 at ¢, = t,. Taking Laplace transforms we get

s1Kyx(s1,t2) + 2Ky x(s1,t2) = o2e 512

SO

0.2

51+2

—S1t2

Kyx(s1,t2) = e

Hence
Kyx(ty, ty) = o%e17%)

for ¢; > t, and is zero otherwise.
Repeating the above procedure but now multiplying by (Y™*(t2) — ui (t2)),
we get,

0Ky (t1,t
O B) |y (b1.t) = Kv(t,ta)
oty
with initial condition Ky (0, ) = 0, or
0Ky (1,1
% + 2Ky (t,t2) = Kyx(t2, 1)
(31
— g2 2(t2—t1)

for t9 > t; and is zero otherwise. So for 0 < t; < t,

0Ky (ty1,1s)

2Ky (t, o) = o%e 22 71)
ot + 2Ky (t1,t2) = 0¢

Taking Laplace transforms we get

0_26—2152
s1Ky (s1,t2) + 2Ky (s1,t2) = p—
L=
or 0_26—2t2 0_26—2t2/4 0.26—2t2/4
K (81 tg) = = —
Yiob (s1 —2)(s1+2) 51— 2 5142



SO 9
Ky (t1,t2) = %B_Qh (6%1 — 6_%1)
For t; > t9
0Ky (t1,t2)
oty

Taking Laplace transforms we get

+ 2Ky (t1,t2) =0

Sle<81,t2) — [(y(?fg,tg)eislt2 + 2Ky(81,t2) =0

or
2

Sle(Sl,tQ) — %(1 — 6_4t2)€_slt2 + QKY(Sl,t2> =0
SO

02 (1 - 674t2) —s1t2

K ty) = —
y(s1,12) L s +2
So taking the inverse transform we get

0.2

Ky (t1,t) = Z(l — 674t2)€72(t17t2)

Now let to =t,t; =t + 7. Then

Ky(t+T,t) =

[\

2
%(1 - e_4t) e T>0
o

Y= 2(t4T) _ —2(t4T) <0
4 (& (6 € ) T S

Problem 2. Suppose X is a Poisson random variable with parameter .
Then

Show that E[X] = A and Var[X] =

Solution:
)\AQ

By definition, E[X] = Y7 k7 = e A Y, % We can change the

limit of summation by introducing kK — 1 =1

E[X] = e’A)\Z e e et =\
=0

3



To find the variance, we can either calculate with direct derivation using
definition, or use the Moment Generating function of Poisson RV

G(t) = e e
G'(t)=e? <)\eteAet)
G//(t) _ )\e—)\ [(1 + )\et)ete)\et:|
And we have G”(0) = X\ + A% Therefore VAR = A+ X2 — \2 = ) .
Problem 3. Let N(t) be a Poisson process with parameter At. Find
E[(N(t) = N(s))’]
for t > s.

Solution:
We know that for a Poisson process,

Moreover, for t > s

E[N()N(s)] = E[{N(s) + (N(t) = N(s))}N(s)]
= E[N(s)"] + E[N(t) — N(s)|E[N(s)]
= As + A% + At — 5)As

= \s + A\t
Therefore,

E[{N(t) - N(s)}*] = E[N(t)*] + E[N(s)’] — 2B[N(t)N(s)]
=M+ N+ As+ 22?2 — 2 [)\5 + /\2515]
= M — As + A2 4+ 2\2s? — 2\ %st

Problem 4. Give an example of a random process that is WSS but not
ergodic in mean.



Solution:
One example: X(t) = A for all t, where A is a zero-mean, unit variance
random variable. X (t) at different times are uncorrelated. Mean function of
X(t) is

px(t) = E[A] =0

However, the time average of X (¢) is

1 T
(X(O)y =5 | Adi=4

The time average does not always converges to 0.

Problem 5. Let X (t) be a WSS random process. Show that

0? d?

mRr(tl, t2) = _WRx(T)

Solution:
Because X (t) is WSS, we have
Rx(ti,ta) = Rx(t1 — t2) = Rx(7)

We can make a change of variable 7 = t; — t5 and use the chain rule

d? 0 [ORx(t1,t2) OT

dnar, () = 8_751[ or a_tJ
0 ORx(t, 1)
C o or
0 ORx(ti,t2) Oy
~or  or  or
_ OPRx(ty,ty)
S o
o d2Rx(T)
T Az



