
EE 503
Homework 14 Solution

(Not to be handed in for grading)

Work all 3 problems.

Problem 1. Let X = (X1, X2, . . . , Xn) be i.i.d. where each Xi ∼ N(µ, σ2)
where both µ and σ2 are unknown. Find the MLE for µ and σ2.

Solution: We compute the likelihood function as

L(µ, σ2|x) =
1

(2πσ2)n/2
exp

(

−
1

2σ2

n
∑

i=1

(xi − µ)2

)

and then

log L(µ, σ2|x) = −
n

2
log 2π −

n

2
log σ2 −

1

2σ2

n
∑

i=1

(xi − µ)2.

The partial derivatives w.r.t. the unknowns are

∂

∂µ
log L(µ, σ2|x) =

1

σ2

n
∑

i=1

(xi − µ)

and
∂

∂σ2
log L(µ, σ2|x) = −

n

2σ2
+

1

2σ4

n
∑

i=1

(xi − µ)2.

Setting these partial derivatives equal to zero and solving yields the solutions

µ̂ = X̄, σ̄2 =
1

n

n
∑

i=1

(xi − X̄)2.

To verify that we have found a global maximum we can use the fact that if
µ̄ 6= X̄ then

∑

(xi − θ)2 >
∑

(xi − X̄)2. Hence, for any value of σ2

1

(2πσ2)n/2
exp

(

−
1

2σ2

n
∑

i=1

(xi − X̄)2

)

≥
1

(2πσ2)n/2
exp

(

−
1

2σ2

n
∑

i=1

(xi − µ̄)2

)

.

Therefore, verifying we have found the MLE reduces to a one-dimensional
problem in verifying that (σ2)−n/2 exp

(

− 1

2σ2

∑

(xi − X̄)2
)

achieves its global
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maximum at σ2 = n−1
∑

(xi − X̄)2 which is straightforward using univariate
calculus.

Problem 2. Text 11.10 (modified). An information source generates i.i.d.
bits Xn for which P (Xn = 0) = P (Xn = 1) = 1/2.

a. Suppose Xn is transmitted over a binary symmetric channel (BSC)
with probability of error = p (a BSC just means it is just as likely a 0
is received as a 1 as it is a 1 is received as a 0). Find the probabilities
of the possible outputs of the channel.

Solution: Let O denote output and I denote input. Then

P (O = 0) = P (O = 0|I = 0)P (I = 0) + P (O = 0|I = 1)P (I = 1)

= (1 − p)
1

2
+ p

1

2
=

1

2

and

P (O = 1) = P (O = 1|I = 0)P (I = 0) + P (O = 1|I = 1)P (I = 1)

= p
1

2
+ (1 − p)

1

2
=

1

2
.

b. Suppose Xn is transmitted over K consecutive identical and indepen-
dent BSCs. Does the sequence of channel outputs form a Markov chain?

Solution: The one-step transition probability matrix is

P =
[

1 − p p
p 1 − p

]

.

Note that in a system of K independent BSCs

P (On+1 = on+1|On = on, . . . , O0 = o0) = P (On+1 = on+1|On = on)

thus we have a Markov chain.

c. Find the K-step transition probabilities that relate the input bits from
the source to the output bits of the Kth channel.
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Solution: We find

PK =
[

1 − p p
p 1 − p

]K

.

To compute this we use PK = EΛKE−1 where E is the matrix of
eigenvectors and Λ is the matrix of eigenvalues. We find

PK =
[ 1

2
+ 1

2
(1 − 2p)K 1

2
− 1

2
(1 − 2p)K

1

2
− 1

2
(1 − 2p)K 1

2
+ 1

2
(1 − 2p)K

]

.

d. What are the probabilities of the possible outputs of the Kth channel
as K → ∞? We get

•

PK →
[ 1

2

1

2
1

2

1

2

]

as K → ∞ for |1 − 2p| < 1. Hence, the limiting value of the outputs (0 and
1) each occur with probability 1/2.

Problem 3. Here we consider a Heuristic estimator. Suppose you have
available to you outputs of an algorithm that produces a random variable
that has a noncentral chi-square distribution with two degrees of freedom
with mean and variance

E[X] = 2σ2 + s2

V ar[X] = 4σ4 + 4σ2s2.

You have available to you n samples of this distribution.You wish to estimate
s2. Can you think of a way to do this from observing the mean and variance
expressions?

Solution: Observe
(E[X])2 − V ar[x] = s4

so we can estimate the moments empirically using the n samples and combine
these statistics this way to get an estimate of s4 and then take the square
root to get an estimate of s2.
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