
5.0 Z-transform

5.1 Introduction

The z-transform is another tool that aids us in signal analysis and filter
design. The z-transform exists for a broader class of signals than the discrete-
time Fourier transform (DTFT) which will be studied later. We will also see
a relationship between the z-transform and the DTFT.

5.2 Forward Z-transform

Definition: The z-transform, X(z), of a sequence, x(n), is defined by

X(z) =
∞∑

n=−∞
x(n)z−n

whenever this sum is bounded. This definition also requires that the values
of the complex number z be specified for which the sum exists (if any such z
exists at all).

Definition: The set of all z for which the above sum exists is called the
region of convergence (ROC).

Special Case: If x(n) is a finite sequence, say x(n) is defined for N1 ≤ n ≤
N2, N1, N2 ∈ Z, then

X(z) =
N2∑

n=N1

x(n)z−n

and the ROC is all z except for possibly z =∞ and/or z = 0.

Example: Let
x(n) = αnu(n).

Then,

X(z) =
∞∑

n=−∞
αnu(n)z−n =

∞∑
n=0

αnz−n =
∞∑

n=0

(
αz−1

)n

=
1

1− αz−1
=

z

z − α
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provided ∣∣∣αz−1
∣∣∣ < 1⇒ ROC = {z : |z| > |α|} .

x(n) is an example of a right-sided sequence.

Definition: x(n) is called a right-sided sequence if ∃ n0 such that x(n) =
0 ∀ n < n0.

Here the ROC is the exterior of a disc.

Example: Let
x(n) = −αnu(−n− 1).

Then,

X(z) =
∞∑

n=−∞
−αnu(−n− 1)z−n = −

−1∑
n=−∞

αnz−n = −
∞∑

n=1

(
α−1z

)n

= − α−1z

1− α−1z
=

z

z − α

provided ∣∣∣α−1z
∣∣∣ < 1⇒ ROC = {z : |z| < |α|} .

This x(n) is an example of a left-sided sequence.

Definition: x(n) is called a left-sided sequence if ∃ n0 such that x(n) =
0 ∀ n > n0.

Here the ROC is the interior of a disc.

Note: Let Z denote the z-transform operator. Then, from the last two
examples we see that

Z [αnu(n)] = Z [−αnu(−n− 1)]

except for their ROC. So we must always specify the ROC of the z-transform
so that we can uniquely associate it with the sequence from which it came.

Initial Value Theorem: If x(n) = 0 for n < 0 (i.e., x(n) is a causal
sequence) then

x(0) = lim
z→∞X(z).
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Proof:

X(z) =
∞∑

n=−∞
x(n)z−n =

∞∑
n=0

x(n)z−n

so
lim
z→∞X(z) = lim

z→∞

(
x(0) + x(1)z−1 + x(2)z−2 + · · ·

)
= x(0).

5.3 Properties of the Z-transform

Linearity:

Z [ax1(n) + bx2(n)] = aZ [x1(n)] + bZ [x2(n)] .

Shift:

x (n− n0)
Z←→ z−n0X(z).

Proof:

Z [x (n− n0)] =
∞∑

n=−∞
x (n− n0) z−n [let n′ = n− n0]

=
∞∑

n′=−∞
x (n′) z−(n′+n0) = z−n0X(z).

ROC = ROCx except possibly at z = 0 or z =∞.

Convolution:

x1(n) ∗ x2(n)
Z←→ X1(z)X2(z).

Proof:

∞∑
n=−∞

∞∑
k=−∞

x1(k)x2(n− k)z−n =
∞∑

k=−∞
x1(k)

[ ∞∑
n=−∞

x2(n− k)z−n

]

=
∞∑

k=−∞
x1(k)z−kX2(z) = X1(z)X2(z).
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Dual:

x1(n)x2(n)
Z←→ X1(z) ∗X2(z).

Derivative:

nx(n)
Z←→ −z d

dz
X(z).

Proof:
∞∑

n=−∞
nx(n)z−n = z

∞∑
n=−∞

nx(n)z−(n+1).

Now,

X(z) =
∑
n

x(n)z−n ⇒ d

dz
X(z) = −∑

n

nx(n)z−(n+1)

so the result follows.

ROC = ROCx except possibly at z = 0 or z =∞.

Scaling:

anx(n)
Z←→ X(z/a).

Proof: ∑
n

anx(n)z−n =
∑
n

x(n)(z/a)−n = X(z/a).

If initial ROC was r1 < |z| < r2 then new ROC is r1 < |z/a| < r2.

Symmetry: Let x(n) be real (so x(n) = x∗(n)).

X(z) =
∑
n

x(n)z−n

so
X∗(z) =

∑
n

x∗(n)z∗
−n

=
∑
n

x(n)z∗
−n ⇒ X∗(z) = X(z∗).

Example: Evaluate the following infinite sum using z-transform properties:

S =
∞∑

n=0

n2(1/2)n.
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Solution: Let us write S as

S =
∞∑

n=0

n22−n.

Let x(n) = u(n) and let x1(n) = nx(n). Then,

X1(z) = −z d

dz
X(z).

Let x2(n) = n2x(n) = nx1(n). Then,

X2(z) = −z d

dz
X1(z) = −z d

dz

[
−z d

dz
X(z)

]
.

Now,

X(z) = Z [u(n)] =
1

1− z−1
, |z| > 1,

⇒ X1(z) =
z−1

(1− z−1)2 ⇒ X2(z) =
z−1 + z−2

(1− z−1)3 .

We note that
S = X2(z)

∣∣∣
z=2
⇒ S = 6.

5.4 Some Results From Complex Variable Theory

To take the inverse z-transform directly we need to use complex analysis.

Definition: A function of the complex variable z is analytic at a point z0 if
its derivative exists at z0 and there exists some neighborhood of z0 in all of
whose points f is also differentiable.

Example: f(z) = z2 is analytic everywhere.

Example: f(z) = |z|2 is analytic nowhere. Why? Consider f ′(z).

f ′(z) = lim
∆z→0

f(z + ∆z)− f(z)

∆z
if this limit exists.
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Let

h(z) =
f(z + ∆z)− f(z)

∆z
=
|z + ∆z|2 − |z|2

∆z

=
(z + ∆z) (z∗ + (∆z)∗)− zz∗

∆z

= z∗ + (∆z)∗ + z
(∆z)∗

∆z
.

If the above limit exists as ∆z → 0, we can let ∆z = ∆x + i∆y approach 0
in any manner.

i. Let ∆z = ∆x + i0 (approach 0 along real axis). So, (∆z)∗ = ∆z. We
get h1(z) = z∗ + z.

ii. Let ∆z = 0 + i∆y (approach 0 along imaginary axis). Thus, (∆z)∗ =
−∆z. We get h2(z) = z∗ − z.

The limit must be unique. Therefore,

h1(z) = h2(z)⇒ z∗ + z = z∗ − z ⇒ z = 0.

So, f ′(z) exists only at the origin and f ′(z) does not exist in any other point
in a neighborhood of the origin ⇒ f(z) = |z|2 is analytic nowhere.

Cauchy-Goursat Theorem: If a function f is analytic in a region R
and on its boundary C, then

↓

∮
C
f(z)dz = 0.

�
�

�

✛
�

�
�

C

R
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Convention: The positive direction of transversing a path is the counter clock-
wise direction and will be denoted with a down arrow ↓. The clockwise di-
rection will be denoted with an up arrow ↑.

Cauchy Integral Formula
Consider

g(z) =
f(z)

z − z0

where f(z) is analytic in a region R and on its boundary C and z0 is an
interior point of R. Note that g(z) is not analytic at z = z0.

�
�

�

✛
�

�
�

C

R

z0•

Consider

�
�

�

✛
�

�
�

C

R
z0

•✐✲
✛ ❍❍

C1
✂✂L1

By Cauchy-Goursat

↓

∮
C
g(z)dz +

∫
L1

g(z)dz + ↑

∮
C1

g(z)dz −
∫

L1

g(z)dz = 0

⇒ ↓

∮
C
g(z)dz = ↓

∮
C1

g(z)dz.
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�
�

�

✛
�

�
�

C

R

z0• becomes

✧✦
�✥
•z0 �

C1

↓

∮
C
g(z)dz ↓

∮
C1

g(z)dz

On C1 : z = z0 + εeiθ ⇒ dz = iεeiθdθ.

↓

∮
C1

g(z)dz = ↓

∮
C1

f(z)

z − z0
dz =

∫ 2π

0

f
(
z0 + εeiθ

)
εeiθ

iεeiθdθ =
∫ 2π

0
i·f

(
z0 + εeiθ

)
dθ.

As ε→ 0,

z0 + εeiθ → z0 ⇒ f
(
z0 + εeiθ

)
→ f (z0) (a constant).

⇒ ↓

∮
C1

f(z)

z − z0
dz = f (z0)

∫ 2π

0
idθ = 2πi · f (z0)

or,

↓

∮
C

f(z)

z − z0

dz = 2πi · f (z0)

This last result is the Cauchy Integral Formula.

Definition: f (z0) is called the residue of g(z) =
f(z)

z − z0
at the point z = z0.

Note that
f (z0) = lim

z→z0
g(z) (z − z0) .

Now

↓

∮
C

f(z)

z − z0
dz = 2πif (z0) .

Let z = ξ, z0 = z. Then,

↓

∮
C

f(ξ)

ξ − z
dξ = 2πif (z) .
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So,

f(z) =
1

2πi
↓

∮
C

f(ξ)

ξ − z
dξ.

Thus,

f ′(z) =
1

2πi
↓

∮
C

f(ξ)

(ξ − z)2
dξ

f ′′(z) =
2

2πi
↓

∮
C

f(ξ)

(ξ − z)3
dξ

...

f (n)(z) =
n!

2πi
↓

∮
C

f(ξ)

(ξ − z)n+1
dξ

or back to original notation we have

f (n) (z0) =
n!

2πi
↓

∮
C

f(z)

(z − z0)n+1dz.

Let

g(z) =
f(z)

(z − z0)m .

Then,

↓

∮
C
g(z)dz = ↓

∮
C

f(z)

(z − z0)
mdz

and

↓

∮
C

f(z)

(z − z0)mdz =
2πi

(m− 1)!

dm−1

dzm−1
f(z) |z=z0

Definition:
1

(m− 1)!
lim
z→z0

dm−1

dzm−1
g(z) (z − z0)m is called the residue of

g(z) =
f(z)

(z − z0)m

at the point z = z0, denoted Res g(z) |z=z0
.

The above easily generalizes to the residue theorem.
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Residue Theorem: Let g(z) be a function which is analytic in a region
R enclosed by the curve C except at some finite number of interior points:
z0, z1, . . . , zn. Then,

↓

∮
C
g(z)dz = 2πi

n∑
i=0

Res g(z) |z=zi

where,

Res g(z) |z=zi
=

1

(mi − 1)!
lim
z→zi

dmi−1

dzmi−1
g(z) (z − zi)

mi

and mi is the power of (z − zi) in the expansion of g(z) about zi as a Laurent
series, i.e., mi is the order of the pole zi.

Example: Evaluate

↓

∮
C

z2 − 1

z2 + 1
dz

where C is

a. |z| = 1/2.

b. |z − i| = 1.

Solution:

✫✪
✬✩

x

y

�
C

×i

×−i

↓

∮
C

z2 − 1

z2 + 1
dz = 0

a.

✫✪
✬✩

x

y

�
C

×−i

×i

↓

∮
C

z2 − 1

z2 + 1
dz = 2πi lim

z→i

z2 − 1

z2 + 1
(z − i) = −2π

b.
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Example: Evaluate

↓

∮
C

e2z

(z − 1)2
dz

where
C = {z : |z| = 2} .

Solution:

✫✪
✬✩

x

y

�
C

×
1

↓

∮
C

e2z

(z − 1)2
dz =

2πi

(2− 1)!
lim
z→1

d

dz

e2z

(z − 1)2
(z − 1)2 = 2πi

[
2e2z |z=1

]
= 4πie2.
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5.5 Inverse Z-transform

5.5.1 Direct Method

X(z) =
∞∑

n=−∞
x(n)z−n

Let C lie in the ROC of X(z) and enclose the origin. So,

1

2πi
↓

∮
C
X(z)zk−1dz =

1

2πi
↓

∮
C

∑
n

x(n)z−nzk−1dz

=
∑
n

x(n)
1

2πi
↓

∮
C
z−n+k−1dz.

Consider

I =
1

2πi
↓

∮
C
z−n+k−1dz.

Case 1: n = k.

I =
1

2πi
↓

∮
C
z−1dz =

1

2πi
2πi = 1.

Case 2: n < k ⇒ l = −n + k − 1 ≥ 0.

I =
1

2πi
↓

∮
C
zldz = 0 by Cauchy-Goursat.

Case 3: n > k ⇒ −p = −n + k − 1 ≤ −2.

I =
1

2πi
↓

∮
C
z−pdz =

1

2πi

2πi

(p− 1)!
lim
z→0

dp−1

dzp−1

1

zp
zp

=
1

(p− 1)!
lim
z→0

dp−1

dzp−1
(1) = 0.

So, ∑
n

x(n)
1

2πi
↓

∮
C
z−n+k−1dz = x(k)

since
1

2πi
↓

∮
C
z−n+k−1dz = δ(n− k).
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⇒ x(k) =
1

2πi
↓

∮
C
X(z)zk−1dz.

Thus, we have the inversion formula

x(n) =
1

2πi
↓

∮
C
X(z)zn−1dz

or
x(n) =

∑
all poles
inside C

Res X(z)zn−1.

Aside

Compute

I0 =
∫ ∞

0

sin x

x
dx.

1. We will first use contour integration. Let

I = ↓

∮
C

eiz

z
dz.

Then,
I0 = Im {I} .

I = ↓

∮
C

=
∫

C1

+
∫ −r

−R
+

∫
C2

+
∫ R

r
= 0 by Cauchy-Goursat.

On C1: z = Reiθ, dz = iReiθdθ.∣∣∣∣∣
∫

C1

eiz

z

∣∣∣∣∣ =

∣∣∣∣∣
∫ π

0

eiR(cos θ+i sin θ)

Reiθ
iReiθdθ

∣∣∣∣∣ ≤
∫ π

0

∣∣∣ieiR cos θe−R sin θ
∣∣∣ dθ

=
∫ π

0
e−R sin θdθ→ 0

as R → ∞ and θ ∈ (0, π) since sin θ > 0 in (0, π). We can check the end
points. For θ = 0 or θ = π, e−R sin θ = 1 <∞ so∫ 0

0
e−R sin θdθ +

∫ π

π
e−R sin θdθ = 0

thus, we conclude ∫
C1

→ 0
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as R→∞ and θ ∈ [0, π].

On C2: z = reiθ, dz = ireiθdθ.

∫
C2

eiz

z
dz =

∫ 0

π

eir(cos θ+i sin θ)

reiθ
ireiθdθ =

∫ 0

π
ieir cos θe−r sin θdθ

r→0−→
∫ 0

π
idθ = −πi.

So,

lim
R→∞
r→0

∫ −r

−R

eiz

z
dz +

∫ R

r

eiz

z
dz = πi⇒

∫ ∞

−∞
eix

x
dx = πi.

Thus, ∫ ∞

−∞
cosx

x
dx + i

∫ ∞

−∞
sin x

x
dx = πi

⇒
∫ ∞

−∞
cosx

x
dx = 0 and

∫ ∞

−∞
sin x

x
dx = π

⇒
∫ ∞

0

sin x

x
dx = π/2.

2. We can also solve this integral using the Fourier method. Let

X(f) =
∫ ∞

−∞
x(t)e−i2πftdt

so
x(t) =

∫ ∞

−∞
X(f)ei2πftdf.

Define,

R1(t) =

{
1, |t| ≤ 1,
0, elsewhere.

Then,

F [R1(t)] =
sin 2πf

πf
.

Thus, ∫ ∞

0

sin x

x
dx =

1

2

∫ ∞

−∞
sin x

x
dx =

π

2

∫ ∞

−∞
sin 2πf

πf
df

=
π

2

∫ ∞

−∞
sin 2πf

πf
ei2πftdf

∣∣∣
t=0

=
π

2
F−1

[
sin 2πf

πf

] ∣∣∣
t=0

=
π

2
R1(t)

∣∣∣
t=0

= π/2.
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However, contour integration can be used to evaluate integrals which other-
wise might be difficult even with Fourier methods.

End Aside

5.5.2 Partial-Fraction Expansion

Here we will be concerned with rational z-transforms of the form

X(z) =
N(z)

D(z)
=

M∑
k=0

bkz
−k

N∑
k=0

akz
−k

.

The roots of D(z) are called poles. The roots of N(z) are called zeros.

If M < N and aN �= 0 then X(z) is said to be proper.

Setting N(z) = 0 we get M roots: ci, i = 1, 2, . . . ,M (zeros).
Setting D(z) = 0 we get N roots: dj, j = 1, 2, . . . , N (poles).

We can now write

X(z) = A

M∏
i=1

(
1− ciz

−1
)

N∏
j=1

(
1− djz

−1
) , A =

b0

a0
.

X(z) = 0 at z = ci, i = 1, 2, . . . ,M (zeros).
X(z)→∞ at z = dj, j = 1, 2 . . . , N (poles).
Each (1− ciz

−1) gives a pole at z = 0.
Each (1− djz

−1) gives a zero at z = 0.
So, we get an additional M poles and N zeros at z = 0, so we have pole/zero
cancellations.

If M ≥ N , we get (M −N) additional poles at z = 0.
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If M < N we get (N −M) additional zeros at z = 0.
So, the total number of poles equals the total number of zeros.

Assume without loss of generality that M ≥ N . Then,

X(z) =

M∑
k=0

b′kz
−k

N∑
k=0

a′kz
−k

=
M−N∑
k=0

ckz
−k

︸ ︷︷ ︸
X1(z)

+

N−1∑
k=0

bkz
−k

N∑
k=0

akz
−k

· z
N

zN
.

︸ ︷︷ ︸
X2(z)=

N(z)
D(z)

It follows that

x1(n) =

{
cn, n = 0, 1, . . . ,M −N,
0, elsewhere.

or

x1(n) =
M−N∑
k=0

ckδ(n− k).

Now

D(z) = a0

N∏
k=1

(z − dk) .

Case 1: Distinct poles, i.e., di �= dj for i �= j. Expand X(z)
z

as partial frac-
tions.

X(z)

z
=

N−1∑
k=0

bkz
N−k−1

N∑
k=0

akz
N−k

=
N∑

k=1

Ak

(z − dk)
.

Case 2: Multiple-order poles. A pole p of order m contributes terms of the
form

Ai

(z − p)i
, i = 1, 2, . . . , m.

Note: The inverse z-transform of a rational function X(z) can also be ob-
tained by long division to express it as a power series in z−1 (for a causal
sequence or the causal part of a sequence) or as a power series in z (for a
noncausal sequence or the noncausal part of a sequence).
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5.5.3 Examples and Additional Results

i) x(n) = αnu(n)
Z←→ X(z) =

z

z − α
, ROC = {z : |z| > |α|} .

x(n) is a right-sided sequence.

ii) x(n) = −αnu(−n− 1)
Z←→ X(z) =

z

z − α
, ROC = {z : |z| < |α|} .

x(n) is a left-sided sequence.

iii) x(n) = αnu(n) + βnu(−n− 1)
Z←→ X(z) =

z

z − α
− z

z − β
,

ROC = {z : |α| < |z| < |β|} .
x(n) is a two-sided sequence.

Example: Let

X(z) =
z

z − 2
+

z

z + 3
.

Find x(n) for the following ROCs.

a. |z| > 3.

b. |z| < 2.

c. 2 < |z| < 3.

d. |z| > 2.

Solution:

a. This is a right-sided sequence so

x(n) = 2nu(n) + (−3)nu(n).

b. This is a left-sided sequence so

x(n) = −2nu(−n− 1)− (−3)nu(−n− 1).

c. This is a two-sided sequence so

x(n) = 2nu(n)− (−3)nu(−n− 1).
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d. This is not a valid ROC since {z : |z| > 2} includes a pole at z = −3,
so corresponding x(n) does not exist.

Let us now use residue theory on part (a) above.

X(z) =
z

z − 2
+

z

z + 3
=

2z2 + z

(z − 2)(z + 3)
.

x(n) =
1

2πi
↓

∮
C

2z2 + z

(z − 2)(z + 3)
zn−1dz =

1

2πi
↓

∮
C

(2z + 1)

(z − 2)(z + 3)
zndz.

Here we have ROC= {z : |z| > 3}.
i. Consider n ≥ 0. Then,

x(n) =
2z + 1

(z − 2)(z + 3)
zn(z − 2)

∣∣∣
z=2

+
2z + 1

(z − 2)(z + 3)
zn(z + 3)

∣∣∣
z=−3

= 2n + (−3)n, n ≥ 0.

Note: For pole at z = 2,

x(n) =
1

2πi
↓

∮
C

f(z)

(z − 2)
dz

where,

f(z) =
(2z + 1)zn

(z + 3)
.

For pole at z = −3,

x(n) =
1

2πi
↓

∮
C

f(z)

(z + 3)
dz

where,

f(z) =
(2z + 1)zn

(z − 2)
.

In either case, for n ≥ 0, f(z) is analytic at the pole in question.
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ii. Consider n < 0. Let us look for example at the pole z = 2.

f(z) =
(2z + 1)zn

(z + 3)
→ we get a pole at z = 0 since n < 0.

Let us now look at some specific values of n less than 0.

For n = −1 we get

x(−1) =
∑

Res
2z + 1

(z − 2)(z + 3)z
=

5

(5)(2)
+

−5

(−5)(−3)
+

1

(−2)(3)

= 0.

For n = −2 we get

x(−2) =
∑

Res
2z + 1

(z − 2)(z + 3)z2
=

5

(5)(4)
+

−5

(−5)(9)

+
d

dz

2z + 1

(z − 2)(z + 3)

∣∣∣
z=0

=
1

4
+

1

9
+
−12− 1

36

= 0.

Similarly, x(n) = 0 ∀ n < 0.

Thus, the end result is

x(n) = [2n + (−3)n] u(n).

The above residue method as given in the book requires specific calculations
for n < 0 to see the trend. The following result avoids all of that.
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General Residue Result: Put

X(z) =
N(z)

D(z)

in proper fraction form. Then for the fractional part, X1(z), we have

x1(n) =
∑

all poles
inside C

Res X1(z)zn−1, m ≥ 0

− ∑
all poles

outside C

Res X1(z)zn−1, m < 0

where, m is the least degree of the numerator polynomial of X1(z)zn−1.

Note that in the above, finding x(n) for the non-fractional part of X(z)
is easy.

Let us now apply this result to part (c) of our example.

X(z) =
z

z − 2
+

z

z + 3
=

2z2 + z

(z − 2)(z + 3)
, ROC = {z : 2 < |z| < 3} .

Dividing we get

X(z) = 2 +
12− z

(z − 2)(z + 3)
.

So,

x(n) = 2δ(n) + Z−1

[
12− z

(z − 2)(z + 3)

]

= 2δ(n) +
∑

all poles
inside C

Res
12− z

(z − 2)(z + 3)
zn−1, m ≥ 0

− ∑
all poles

outside C

Res
12− z

(z − 2)(z + 3)
zn−1, m < 0.
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The numerator is
12zn−1 − zn ⇒ m = n− 1

m ≥ 0⇒ n ≥ 1

m < 0⇒ n ≤ 0.

So,

x(n) = 2δ(n) +
12− z

(z − 2)(z + 3)
zn−1(z − 2)

∣∣∣
z=2

u(n− 1)

− 12− z

(z − 2)(z + 3)
zn−1(z + 3)

∣∣∣
z=−3

u(−n)

or
x(n) = 2δ(n) + 2nu(n− 1)− (−3)nu(−n).

Compare this result with that obtained with PFE:

x1(n) = 2nu(n)− (−3)nu(−n− 1).

Even those these two expressions look different you can check that x1(n) =
x(n) ∀ n.

The next example shows we can obtain different representations for x(n)
even without using contour integration.

Example: Let

X(z) =
1 + z−1

1− 1.5z−1 + 0.5z−2
, ROC = {z : |z| > 1} .

i. Method 1.

X(z) =
z2 + z

z2 − 1.5z + 0.5
= 1 +

2.5z − 0.5

z2 − 1.5z + 0.5
.

Now,

2.5z − 0.5

z2 − 1.5z + 0.5
=

2.5z − 0.5

(z − 1)(z − 0.5)
=

A

z − 1
+

B

z − 0.5
.
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A =
2.5z − 0.5

(z − 1)(z − 0.5)
(z − 1)

∣∣∣
z=1

= 4

B =
2.5z − 0.5

(z − 1)(z − 0.5)
(z − 0.5)

∣∣∣
z=0.5

= −1.5

so,

X(z) = 1 +
4

z − 1
− 1.5

z − 0.5
= 1 + 4z−1 z

z − 1
− 1.5z−1 z

z − 0.5
.

Thus,
x1(n) = δ(n) +

[
4− 1.5(1/2)n−1

]
u(n− 1).

ii. Method 2.

X(z) =
z2 + z

z2 − 1.5z + 0.5
⇒ X(z)

z
=

z + 1

z2 − 1.5z + 0.5
.

Now,
z + 1

z2 − 1.5z + 0.5
=

4

z − 1
− 3

z − 0.5
.

So,

X(z) = 4
z

z − 1
− 3

z

z − 0.5
.

Thus,
x2(n) = [4− 3(1/2)n] u(n).

You can verify that x1(n) = x2(n) ∀ n.
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5.6 Transfer Functions of LTI Systems

Definition: H(z) = Z [h(n)] is called the transfer function of the LTI sys-
tem, where h(n) is the impulse response of the system.

Note: y(n) = x(n) ∗ h(n)⇒ Y (z) = X(z)H(z)

⇒ H(z) =
Y (z)

X(z)
.

Example: Consider

y(n)− 1

2
y(n− 1) = x(n), y(−1) = 0.

Then,

Y (z)− 1

2
z−1Y (z) = X(z)⇒ H(z) =

Y (z)

X(z)
=

1

1− 1
2
z−1

=
z

z − 1
2

.

We have a pole at z = 1/2 and a zero at z = 0.

Now let

x(n) = u(n)⇒ X(z) =
1

1− z−1
=

z

z − 1
.

Then,

Y (z) = X(z)H(z) =
z

z − 1
· z

z − 1
2

=
z2

(z − 1)
(
z − 1

2

) .
Y (z)

z
=

z

(z − 1)
(
z − 1

2

) =
2

z − 1
− 1

z − 1
2

.

⇒ Y (z) = 2
z

z − 1
− z

z − 1
2

.

Thus, since our system is causal

y(n) = 2u(n)−
(

1

2

)n

u(n).

Causality: Recall h(n) = 0 for n < 0 for a causal system. This type of
system is a right-sided sequence. So, an LTI system is causal if and only if
the ROC of H(z) is ROC = {z : |z| > r}, some r, 0 < r <∞.
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BIBO Stability: Recall an LTI system is BIBO stable iff

∞∑
n=−∞

|h(n)| <∞.

Now,
H(z) =

∑
n

h(n)z−n.

So,
|H(z)| ≤∑

n

|h(n)|
∣∣∣z−n

∣∣∣ .
At |z| = 1, i.e., on the unit circle

|H(z)| ≤∑
n

|h(n)|.

This implies that an LTI system is BIBO stable iff the ROC includes the
unit circle.

Example: Suppose the step response of a certain stable, causal LTI sys-
tem is

s(n) =
(

1

2

)n

u(n).

Find h(n).

Solution:

x(n) = u(n)⇒ y(n) =
(

1

2

)n

u(n).

We have
X(z) =

z

z − 1
, Y (z) =

z

z − 1
2

.

Thus,

H(z) =
z − 1

z − 1
2

=
z

z − 1
2

− z−1 z

z − 1
2

.

We need the ROC of H(z). The system is both causal and stable. Stability
implies the ROC includes the unit circle. Causality implies the ROC is the
exterior of a disc. So we have

ROC =
{
z : |z| > 1

2

}
.
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Therefore,

h(n) =
(

1

2

)n

u(n)−
(

1

2

)n−1

u(n− 1).

Example: Find the difference equation that corresponds to the transfer
function

H(z) =
z + 1

z2 + 2z − 3
.

Solution: We can write

H(z) =
z−1 + z−1

1 + 2z−1 − 3z−2
=

Y (z)

X(z)
.

Then,
Y (z)

[
1 + 2z−1 − 3z−2

]
= X(z)

[
z−1 + z−2

]
.

Hence,
y(n) + 2y(n− 1)− 3y(n− 2) = x(n− 1) + x(n− 2).

5.7 Unilateral Z-transform

This transform will be useful to us for solving difference equations with initial
conditions.

Definition: The unilateral z-transform is given by

X+(z) =
∞∑

n=0

x(n)z−n.

Note: For causal sequences the unilateral z-transform is the same as the
(bilateral) z-transform.

Shift Property:

Z+[x(n− k)] =
∞∑

n=0

x(n− k)z−n =
∞∑

m=−k

x(m)z−(m+k)

= z−k


 −1∑

m=−k

x(m)z−m +
∞∑

m=0

x(m)z−m
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= z−k

[
k∑

n=1

x(−n)zn +
∞∑

n=0

x(n)z−n

]
.

So,

x(n− k)
Z+

←→ z−k

[
X+(z) +

k∑
n=1

x(−n)zn

]
, k > 0.

Similarly,

x(n + k)
Z+

←→ zk

[
X+(z)−

k−1∑
n=0

x(n)z−n

]
, k > 0.

Example: Consider the difference equation

y(n)− 1

2
y(n− 1) = x(n), y(−1) = −2.

Find the complete solution when x(n) = u(n).

Solution:

Y +(z)− 1

2
z−1

[
Y +(z) + y(−1)z

]
= X+(z).

Now,

X+(z) =
1

1− z−1
.

So,

Y +(z)− 1

2
z−1Y +(z) + 1 =

1

1− z−1

Y +(z)
[
1− 1

2
z−1

]
=

1

1− z−1
− 1 =

z−1

1− z−1
=

1

z − 1
.

Thus,

Y +(z) =
1

(z − 1)
(
1− 1

2
z−1

) =
z

(z − 1)
(
z − 1

2

) =
2

z − 1
− 1

z − 1
2

= z−1 2z

z − 1
− z−1 z

z − 1
2

.

Therefore,

y(n) =

[
2−

(
1

2

)n−1
]
u(n− 1).
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We could have proceeded as follows:

Y +(z)

z
=

1

(z − 1)
(
z − 1

2

) =
2

z − 1
− 2

z − 1
2

.

So,

Y +(z) =
2z

z − 1
− 2z

z − 1
2

.

Hence,

y(n) =
[
2− 2

(
1

2

)n]
u(n)

which can be written (if we wish) as

y(n) =

[
2−

(
1

2

)n−1
]
u(n− 1)

to match our solution above.
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