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Solution: 
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b. 
Since the correlation coefficient between X and Y is 1, Y is an affine function of X, i.e. 
ὣ Ὢὢ ὥὢ ὦ. In addition, we know  

Ὁὣ ὥὉὢ ὦ υ 
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Hence, 
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Solution: 
a. 
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The successful probability is  Æ0ÓÕÃÃÅÓÓ
ὴȟπ ὴ ρ
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Solution: 
a. 

‘ ὸ Ὁὢὸ Ὁὃὧέίύὸ —
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b. 
                     Ὑ ὸȟὸ Ὁὢὢ  
                                        Ὁὃ ὧέίύὸ —ὧέίύὸ — 

                                        ὧέίύὸ ύὸ ς— ὧέίύὸ ύὸ  

                                        ὧέίύὸ ύὸ ς— ὧέίύὸ ύὸ  

We observe that neither ‘ ὸ is a constant nor Ὑ ὸȟὸ  is a function of Ô Ô. 
Thus, X(t) is not a wide sense stationary random process. 
 



 
 

 

 
 

Solution: 
a.   

ὢὸ ὃὧέίς“Ὢὸὄὧέίς“Ὢὸ“Ⱦς 
Ὁὢὸ Ὁὃὧέίς“ὪὸὉὄὧέίς“Ὢὸ“Ⱦς 

Because the distribution is insensitive to shifts of time, Ὁὃ Ὁὄ π  
b. 
2 ὸȟὸ Ὁὢὢ  

                   Ὁὃ ὧέίς“Ὢὸὧέίς“Ὢὸ Ὁὃὄὧέίς“Ὢὸὧέίς“Ὢὸ  

                        Ὁὃὄὧέίς“Ὢὸ ὧέίς“Ὢὸ  

                        Ὁὄ ὧέίς“Ὢὸ ὧέίς“Ὢὸ  

                   Ὁὃ ÃÏÓ ς“Ὢὸ ὸ ÃÏÓ ς“Ὢὸ ὸ Ⱦς  

                       ὉὃὄςÃÏÓς“Ὢὸ ὸ ÃÏÓς“Ὢὸ ὸ  

                       ÃÏÓς“Ὢὸ ὸ Ⱦς Ὁὃ ÃÏÓς“Ὢὸ ὸ  



                       ÃÏÓ ς“Ὢὸ ὸ Ⱦς 
                   Ὁὃ ÃÏÓ ς“Ὢὸ ὸ ÃÏÓ ς“Ὢὸ ὸ Ⱦς  

                       ὉὃὄςÃÏÓς“Ὢὸ ὸ ÃÏÓς“Ὢὸ ὸ  

                       ÃÏÓς“Ὢὸ ὸ Ⱦς Ὁὄ ÃÏÓς“Ὢὸ ὸ  

                       ÃÏÓ ς“Ὢὸ ὸ Ⱦς 
                   ÃÏÓ ς“Ὢὸ ὸ Ὁὃ Ὁὄ Ⱦς ÃÏÓ ς“Ὢὸ ὸ Ὁὃ
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Because Ὁὃ Ὁὄ π  
Ὑ ὸȟὸ ὧέί ς“Ὢὸ ὸ Ὁὃ Ὁὄ Ⱦς ὧέί ς“Ὢὸ ὸ ὠὥὶὃ

ὠὥὶὄ Ⱦς ςὉὃὄὧέί ς“Ὢὸ ὸ
“

ς
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Only when ὠὥὶὃ ὠὥὶὄ π and Ὁὃὄ π, ὢὸ is wide sense stationary. 
Thus, A and B are uncorrelated, and ὠὥὶὃ ὠὥὶὄ ʎ.  
c.  
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2 ÔȟÔ ὧέί ς“Ὢὸ ὸ ς ςȾς ὧέί ς“Ὢὸ ὸ Ⱦς 
Hence, ὢὸ is a wide sense stationary random process. 
%8 Ô Ὁὃ ὧέί ς“ὪὸσὉὃὄὧέί ς“Ὢὸὧέίς“Ὢὸ“Ⱦς

σὉὃὄ ὧέίς“ὪὸÃÏÓς“Ὢὸ“Ⱦς Ὁὄ ÃÏÓς“Ὢὸ“Ⱦς 
                 ςὧέί ς“ὪὸςÓÉÎς“Ὢὸ  
Ä%8 Ô

Ὠὸ
ρς“ὪÃÏÓς“ὪὸÓÉÎς“Ὢὸρς“ὪίὭὲ ς“ὪὸÃÏÓς“Ὢὸ 

                   φ“ὪίὭὲτ“ὪὸÃÏÓς“ὪὸÓÉÎς“Ὢὸ 
The value of the derivative is not always 0. Thus, the value of Ὁὢ ὸ  depends on 
time. It is not strict sense stationary. 
 



 

 

 



 
 

Solution: 
a. If Ὢὼ is a valid density function, then ᷿ÆØÄØ ρ. Hence, 
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b. Let Ὁ  be a sequence so that Ὁ Ὁὢ , we can derive the recursive formula by 
using integration by parts 

Ὁ ὼὪὼὨὼ 
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ὲὉ ὯὩ  
c. % πȢπφτ. (May change under different precision setting) 

d. If we use Ë instead of k, the new % can be very different from 0.064. This 
implies that if we have some numerical error in k, i.e. 

Ὧ  Ὧ ‭ 
where Ὧ is the true value and ‭ is the numerical error. Using the recursive formula in 
part b. can give us the wrong answer, since the error is amplified during each 
iteration. The overall error after n iterations is approximately ‭ὲȦ. 
e. Notice that Ὁ   is a decreasing sequence with % ρ. With the modi_ed 
recursive formula 
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we can derive 
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which is an upper bound for Ὁ. We can then calculate Ὁ from Ὁ π using the 
modified formula. Although Ὁ  is not exactly 0, it is fine to do so since the error is 
divided by n during each iteration. 


